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Abstract
This paper evaluates six commonly available parts-of-speech
tagging tools over corpora other than those upon which they
were originally trained. In particular this investigation mea-
sures the performance of the selected tools over varying styles
and genres of text without retraining, under the assumption that
domain specific training data is not always available. An inves-
tigation is performed to determine whether improved results can
be achieved by combining the set of tagging tools into ensem-
bles that use voting schemes to determine the best tag for each
word. It is found that while accuracy drops due to non-domain
specific training, and tag-mapping between corpora, accuracy
remains very high, with the support vector machine-based tag-
ger, and the decision tree-based tagger performing best over dif-
ferent corpora. It is also found that an ensemble containing
a support vector machine-based tagger, a probabilistic tagger,
a decision-tree based tagger and a rule-based tagger produces
the largest increase in accuracy and the largest reduction in er-
ror across different corpora, using the Precision-Recall voting
scheme.

1. Introduction
1.1. Problem Statement

We investigate the performance of “off-the-shelf” parts-of-
speech taggers over a variety of different corpora. In particular
we investigate the previously un-investigated problems of:

• how well commonly available parts-of-speech taggers
perform over test-data other than that upon which they
are trained, to access the expected performance without
retraining the tool for a specific domain;

• whether combining commonly available parts-of-speech
taggers into vote-based ensembles leads to a reduction in
error, and if so, the determination of the set of tools that
produce the best results, as well as the determination of
the type of voting scheme that most reduces error.

1.2. Background

The process described in this paper is a component of a Text-to-
Scene conversion system, where information extracted from fic-
tion books is used to populate three-dimensional virtual worlds
with objects and movements. Descriptions of dramatic scenes
occur frequently in fiction books, describing scene contents
and layout, and the movements and actions of the entities in
the scene. Identifying the parts-of-speech associated with each
word in the text is an important part of accomplishing this task.

For example a word that corresponds to an Object that appears
in a scene must be used as a noun in the sentence.

Many “off-the-shelf” tools are available for the common
natural language processing task of morpho-syntactic classifi-
cation, otherwise known as word-class disambiguation or parts-
of-speech tagging. In general these tools are concerned with
assigning the correct class (noun, verb, adjective) or tag to each
word in the input text. The majority of these tools employ auto-
mated classification techniques to achieve this goal, and require
training over a corpus of natural language known to be accu-
rately tagged with parts-of-speech.

The standard training corpus for this task is the Wall Street
Journal section of the Penn Treebank [1], and this is also the
standard benchmark for determining the accuracy of each tool.
However, while such evaluations provide best-case indications
of the accuracy of these taggers, they do not indicate the results
that should be expected using these tools over various styles and
genres of natural language text. Practical use of parts-of-speech
tagging tools should not assume that domain specific training
is feasible. As such we evaluate the performance of a suite of
available parts-of-speech taggers over different styles and gen-
res of natural language text, with the restriction that no retrain-
ing is performed and using only the trained models distributed
with the tools.

It is expected that parts-of-speech tagging tools may not
perform at reported rates of accuracy when used over different
styles and genres of natural language, specifically without the
ability to retrain each tool. It is expected that this error may be
countered through the use of ensembles of parts-of-speech tag-
ging tools, where the word-class for each token is determined by
allowing each tagger in the ensemble to vote for their preferred
candidate. The combination of tagging tools that produces the
largest reduction in error needs to be determined, as well as the
method for performing voting.

This paper investigates the success of different parts-of-
speech tagging techniques over not only the Wall Street Jour-
nal, but other corpora such as the Lancaster/Oslo-Bergen (LOB)
corpus [2] and the Brown corpus [1, 3], both containing English
from a variety of sources ranging from technical writings and
newspaper articles to excerpts from fiction books. In addition,
the LOB corpus makes use exclusively of British English, while
the Brown corpus consists only of American English.

1.3. Overview

This paper is structured as follows: existing evaluation and
combination research is described in Section 2, while a descrip-
tion of the techniques used to evaluate and combine parts-of-



speech taggers over multiple corpora is given in Section 3. Sec-
tion 4 presents the results of the validation and combination ex-
periments, followed by conclusions in Section 5.

2. Related Work
Evaluation of parts-of-speech tagging tools over different cor-
pora is described in existing work [4, 5]. In these experiments
each tagger is retrained specifically for each corpus, eliminating
experimental error which may results from language and tag-set
differences between taggers and corpora. As such these studies
do not provide a view of expected accuracy where retraining is
not possible.

Initial work by the same authors [6] tests available parts-of-
speech taggers (and ensembles thereof) over the limited SU-
SANNE [7] corpus, finding a definitive decrease in individ-
ual tagger accuracy, and limited success with simple voting
schemes with tagger ensembles. However, van Halteren et
al. [8, 4] and Marquez et al. [9] show that the correct use of
voting schemes with ensembles may indeed result in accuracies
higher than any one tagger in the ensemble.

The primary problem with using multiple corpora and mul-
tiple “off-the-shelf” parts-of-speech tagging tools is the use of
differing (and often conflicting) tag-sets. Table 1, presents the
details of the corpora used for testing in this paper. As indicated,
the tagging scheme of the Penn Treebank contains a total of 48
different tag categories (36 excluding punctuation), while the
LOB corpus employs a set of 153 tags, and the SUSANNE 353.
It cannot be guaranteed that a parts-of-speech tagger uses the
same set of tags of each corpus, which makes direct evaluation
of a tagger over different corpora impossible.

Tokens Tokens
(excl.
punct.)

Full
Tag-set

Tag-set
(excl.
punct.)

SUSANNE 50 325 42 889 353 341
WSJ 1 288 623 1 114 957 48 36
Brown 1 170 775 1 015 425 48 36
LOB 1 157 220 997 906 153 141

Table 1: Size, content and tag-sets for four test corpora.

Solutions have been proposed for mapping tag-sets onto
one another, either manually or automatically [10, 11, 12] but
this is difficult since in many cases tagging schemes are not
mappable. For instance, mappings of type 1 : n and n : m
occur, where in the former case, a single tag type in one scheme
maps to n tag types in another tag-set [10].

This research differs from existing work in that a set of tag-
gers is evaluated over multiple corpora without retraining for
any specific tag-set. Instead an independent tag-set is created to
which the other tag-sets are mapped. The set of tagging tools
used in this study have not previously been evaluated in this
manner, and have not been previously combined into ensem-
bles.

3. Evaluation and combination over
multiple corpora

For the experiments in this paper, six different taggers are cho-
sen, each using a different class of classification technique1.

1At time of writing, the Association of Computational Linguistics
list the POS Tagger, Stanford Tagger and SVMTool as the top three

This is based on the premise that although each tagger uses the
same contextual information regarding the current word to de-
fine its tag, each one makes use of it in a different manner. Table
2 lists the taggers used for this research, the underlying classifi-
cation mechanism and the reported accuracy of each. Note that
the reported accuracies of each tagger cannot be fairly com-
pared in this manner since many are evaluated using different
corpora, and different tag-sets. Information regarding classifi-
cation techniques is summarised by Glass and Bangay [6], or in
the accompanying publication for each tagger.

Name Type Reported
Accuracy

QTag [13] Probabilistic 98.39%
TreeTagger [14] Decision Tree 96.36%
Brill Tagger [15] Rule-based 97.20%

Stanford Tagger [16] Maximum Entropy 97.24%
SVMTool [17] Support Vector Machine 97.20%

POS Tagger [18] Bidirectional Perceptron 97.33%

Table 2: Freely available parts-of-speech taggers, and the accu-
racy reported for each.

To overcome the obstacle of different tag-sets used by the
corpora presented in Table 1, a coarse independent tag-set is
created to which the other tag-sets are mapped. Creating this
map is non-trivial, and in many cases tags cannot be accurately
mapped onto the coarse set accurately. Avoiding these cases is
impossible, and where such flawed mappings are easily identi-
fied, any sentence in the corpus containing such a tag is removed
from the test corpus (we found that this problem only occurs
with the SUSANNE corpus, which explains why it is reported
as having 50 325 tokens in Table 1, as against its actual 130
000). In some cases detection of 1 : n or n : m mappings are
less obvious, especially given the lack of expert knowledge of
each tagging scheme. These cases are ignored, and assumed to
be a part of experimental error under the assumption that major-
ity of a corpus falls under well-mapped tags. The coarse tag-set
developed for this research is a simplified version of the tag-set
applied in the Penn Treebank, and is presented in Table 3.

All taggers in Table 2 make use of the Penn tag-set, with
the exception of QTag, which uses a modified version of the
LOB tag-set. As a result, tags assigned by these tools are also
mapped to the coarse tag-set presented in Table 3.

Two different experiments are performed using the six tag-
gers over each corpus presented in Table 1:

• Validation: to validate the reported accuracies of the
discussed parts-of-speech taggers on a variety of cor-
pora, without retraining.

• Combination: to determine if a higher accuracy can be
achieved by combining this novel collection of parts-of-
speech taggers into a voting system.

3.1. Validation of Tagger Accuracy

The aim of this experiment is to validate the accuracy of each
of the above mentioned parts-of-speech taggers over the various
presented corpora. Taggers are not retrained, and use the models
with which they are distributed.

parts-of-speech taggers available. Source: http://aclweb.org/
aclwiki/ [accessed on 26 September 2007].



Tag Description

1. CC Co-ordinating Conjunction
2. CD Cardinal Number
3. DT Determiner
4. EX Existential there
5. FW Foreign word
6. IN Preposition/subordinating conjunction
7. JJ Adjective
8. MD Modal
9. NN Noun

10. NNP Proper Noun
11. PRP Pronoun
12. RB Adverb
13. RP Particle
14. TO To
15. UH Interjection
16. VB Verb
17. VBD Verb, past tense
18. VBG Verb, gerund or present participle
19. VBN Verb, past participle
20. VBZ Verb, third person singular present
21. WDT Wh-determiner
22. WP Wh-pronoun
23. WRB Wh-adverb
24. @COPY@ Punctuation

Table 3: Coarse tag-set, adapted from the Penn [1] tag-set.

A gold standard is created by mapping the original tags
in each corpus to the coarse tag-set. Initially each corpus is
stripped of tags, the result of which is passed through each
parts-of-speech tagger. The output of each tagger is also
mapped to the coarse tag-set for validation. Each tag in the
automatically tagged corpus is compared to the corresponding
tag in the gold standard, and accuracy refers to the percentage
of correct tags with regard to the total number of tokens in the
corpus. Note that tagging of punctuation is not included in any
validation.

3.2. Combination of parts-of-speech taggers

The purpose of this experiment is to determine if more accurate
tagging can be achieved by combining the different parts-of-
speech taggers into voting systems. In particular, the experi-
ment must determine which type of voting scheme results in
the largest reduction in error, as well as which combination of
parts-of-speech taggers produces the highest accuracy.

A number of voting schemes are investigated, in which the
tag suggested for a word by each tagger in the ensemble is
weighted in a different manner:

1. Simple Vote: the tag which is selected by majority of
the taggers is chosen. In the case of a tie, a random tag
from those suggested by the tied parties is chosen.

2. Weighted Vote: each tagger contributes a specified
weighting in support of a particular tag. The tag with
the highest cumulative score is chosen. The following
weighting schemes are evaluated:

(a) TotAccuracy: each tagger has a weighting equiva-
lent to its overall accuracy, determined as a result

of the validation experiments described in Section
3.1.

(b) TagPrecision: according to the weighting scheme
defined by van Halteren et al. [4], a tag specific
weighting scheme may be employed by making
use of the precision of the specific tagger, with re-
gards to any particular tag. Precision for any tag χ
is the percentage of of tokens tagged χ by the tag-
ger that are also tagged thus in the gold standard:

precision =
number χ tags correct

number χ tags assigned by tagger

Precision values for each tag assigned by a specific
tagger are calculated as a byproduct of the valida-
tion experiments described in Section 3.1.

(c) Precision-Recall: according to the weighting
scheme defined by van Halteren et al. [4], a tag-
specific weighting scheme may be employed that
not only takes into account how successful a par-
ticular tagger is at tagging a certain tag of type χ,
but also the error that the other taggers in the en-
semble experience when assigned a tag of type χ.
Error can be derived from a tagger’s recall rate,
where recall for any tag χ is the percentage of to-
kens tagged χ in the gold standard that are also
tagged χ by the tagger:

recall =
number χ tags correct

number χ tags in gold standard

Recall values for each tag assigned by a specific
tagger are calculated as a byproduct of the valida-
tion experiments described in Section 3.1. Error is
calculated as (1 − recall), and measures how of-
ten a tagger fails to recognise a specific tag. The
weighting assigned by tagger τ for tag χ in this
scheme is therefore calculated as follows (where
S is the set of taggers in the ensemble):

weightτ
χ = precisionτ

χ +
X

∀λ∈S/τ

errorλ
χ

where the set S/τ is the set of taggers, excluding
tagger τ .

3. Ranked Vote: each of the taggers is given a rank (be-
tween 1 and 6) based on the performance in Section 3.1,
with the best scoring tagger assigned a rank of six. Tag
scores are calculated by adding the ranks of the tag-
gers which voted for each specific tag. The tag which
achieves the highest score is chosen.

As indicated by van Halteren et al. [4] second level learners
(machine learning techniques that learn models of optimal tag
selection from an ensemble of parts-of-speech taggers) may be
used on top of an ensemble of taggers for improved results, but
these techniques do not perform well when there is a lack of
training data. As such second level learners are not incorporated
into this experiment.

The validation experiment in Section 3.1 results in tagged
corpora for each parts-of-speech tagger. These files are used
as input into the combination experiments. Initially a plain-text
version of each corpus is created. This file is traversed in paral-
lel with the various automatically tagged corpora, token by to-
ken. The tag assigned to a specific token by each tagger is used



in the voting schemes described above in order to determine the
most suitable tag. It is also expected that certain ensembles of
taggers will perform better than others, and so every possible
combination of the six taggers is evaluated.

Accuracy is used as a metric for evaluating ensembles of
taggers (see Section 3.1). Additionally an improvement in error
is also calculated as follows (based on the metric defined by van
Halteren et al. [4]):

err =
correctensemble − correctbest

total − correctbest
∗ 100

This metric indicates the reduction in error (as a percentage)
achieved using an ensemble from the error produced using the
best performing tagger in the ensemble (calculated in Section
3.1). For instance, if an ensemble contains two taggers where
the best accuracy of the two is 99.0%, then assuming the en-
semble results in an accuracy of 99.5%, the percentage error
reduction is 50%.

4. Results
4.1. Validation of Tagger Accuracy

Table 4 presents the accuracy results for the different parts-of-
speech taggers. Note that the accuracies do not correspond to
those reported in the literature for each tagger, and this is ex-
plained by the following points:

• Different test data: majority of the taggers were trained
and tested over the WSJ section of the Penn Treebank,
which represents only one fifth of this corpus. Results
are expected to decrease as a result of larger test-beds,
as well as differences in style and genre of language,
and most importantly type of language (American ver-
sus British English).

• Different tag-sets: it is expected that a reduced tag-set
such as the coarse tag-set would make the tagging task
simpler, and in the case of the SVM tagger, a higher ac-
curacy than reported results, since the coarse tag-set is a
direct derivative of the Penn Tag-set, used by the SVM
tagger. However, mapping from other tag-sets such as
LOB and SUSANNE is likely to introduce error, which
explains why all taggers produce lower accuracy scores
over these corpora.

It is unclear which of the above points contribute to the majority
of decrease in accuracy. However, the figures in Table 4 reflect
very high accuracies in spite of these expected errors. The re-
duced accuracies over the LOB corpus are primarily attributed
to the differences in lexicon between American and British En-
glish. Overall, the SVM tagger performs particularly well over
all corpora, correctly tagging over 90% in all cases, and over
98% over the Wall Street Journal. As expected, an increase
in accuracy results here because of the reduction in the size of
the tag-set. The TreeTagger also performs very well, with only
slightly reduced results.

It is worth noting that all taggers are trained on the WSJ, but
not all produce equivalent or higher tagging accuracy over this
corpus. This is attributed to the fact that the taggers are tested
only on 20% of the corpus, using the remainder as training data.
The results in Table 4 however reflect each taggers performance
over the entire corpus.

Table 5 presents the top three contributors of error for each
tagger over the LOB and Brown corpus2. For example, 7.71%

2The other two corpora are omitted due to space restrictions.

Report WSJ LOB Brown SUS

QTag 98.39 70.40 72.87 72.51 76.077
Tree 96.36 96.94 91.67 94.45 91.15
Brill 97.20 93.10 88.67 92.55 88.45

Stanford 97.24 91.53 80.21 89.89 85.92
SVM 97.20 98.17 92.17 95.10 90.19
POS 97.33 83.36 82.59 84.74 83.02

Table 4: Accuracy results of various taggers over the different
corpora

LOB Brown

QTag IN/CD 7.71% NNP/NN 9.21%
PRP/NN 7.67% IN/CD 7.54%
NNP/NN 6.59% PRP/NN 5.99%

Tree IN/TO 13.56% NNP/NN 8.12%
VB/VBG 7.25% NN/JJ 4.84%
NNP/JJ 3.95% NN/NNP 4.82%

Brill IN/TO 10.00% IN/DT 8.92%
IN/DT 6.85% VBD/VBN 7.67%
RP/IN 5.90% VB/NN 6.57%

Stanford NN/@COPY@ 9.88% VBD/VBN 14.02%
IN/@COPY@ 6.39% VB/NN 8.86%

VBD/VBN 6.21% JJ/RB 5.44%

SVM IN/TO 14.43% NN/NNP 8.34%
VB/VBG 7.49% NN/JJ 7.66%

NN/JJ 4.58% JJ/NN 4.64%

POS NNP/NN 21.14% NNP/NN 27.02%
VBD/VBN 7.50% VBD/VBN 9.05%

VB/NN 6.67% VB/NN 6.48%

Table 5: Indication of the top three largest contributors to error
for each tagger over the LOB and Brown corpus

of the total error encountered by QTag over the LOB corpus is
caused by the incorrect assignment of CD instead of IN. It is ev-
ident from the table that each tagger has difficulties with certain
tags across the two copora. For instance, in many cases NNP
and NN tags are confused. Other major causes of confusion are
NN and JJ, as well as VBD and VBN. These errors may be a
result of the tag-set mapping to the coarse set, or a result of the
initial training of the taggers. It is worth noting that in the case
of the POS tagger, the top three errors are all caused by the same
incorrectly assigned tags. This may be due to a mapping error,
but is unlikely since the same mapping is used for this tagger
as is used for the Stanford and SVM taggers (all three taggers
use the Penn tag-set). If there were a mapping error, these three
errors would be very pronounced in all three taggers.

This experiment confirms that the parts-of-speech taggers
perform with a high level of accuracy over multiple types and
styles of text. While accuracy is reduced in all cases, the pre-
trained taggers are still capable of producing accuracies of over
90%. It remains to be determined whether ensembles of taggers
may be produced to improve overall accuracy.

4.2. Combination of parts-of-speech taggers

Table 6 presents the top results achieved by different ensem-
bles over the four test corpora. In particular, the table lists the
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Figure 1: Precision and recall value for each tag using the SRPT
ensemble over the LOB corpus. Maximum and minimum val-
ues over all 4 corpora are indicated using error-bars.

ensemble that achieves the highest accuracy (Acc.), as well as
the ensemble that achieves the highest reduction in error (Err.).
Note that for each corpus a decrease in error is achieved us-
ing an ensemble, and in all cases a higher accuracy is achieved
from using an ensemble than from using any one of its individ-
ual component taggers. Table 6 also shows that a reduction in
error of over 32% can be achieved using ensembles. In the case
of the Brown corpus, the same ensemble achieves the highest
accuracy as well as the highest improvement in error. Thus for
illustrative purposes, the srpt ensemble is also shown.

It is evident from Table 6 that not all ensembles produce
an improvement. In many cases the accuracy of an ensemble is
reduced from the highest individual accuracy of its component
taggers. This is always the case for the simple voting scheme.
However, the Precision-Recall voting scheme suggested by van
Halteren et al. [4] consistently produces the most reduction in
error and an increase in accuracy over all the component tag-
gers, over all corpora.

Table 6 also provides evidence in support of the consistently
best ensemble. In particular the ensemble containing the SVM
tagger, the Rule-based tagger, the Probabilistic tagger and the
Tree tagger (srpt) provides the best improvements, and high-
est accuracies over the LOB and SUSANNE corpus. The same
ensemble, excluding the Probabilistic tagger (srt) produces
the highest increase in score and error reduction over the Brown
corpus. However, including QTag into the ensemble results in a
comparably high accuracy and increase in error reduction.

Assuming future processing will use the best performing
ensemble of taggers, it is useful to determine expected levels
of success regarding the assignment of individual tags. Fig-
ure 1 presents the mean precision and recall value for each tag
in the coarse tag-set obtained using the srpt ensemble with
the Precision-Recall voting scheme, over the four different cor-
pora. The maximum and minimum values are also indicated us-
ing error-bars. The figure indicates high levels of precision and
recall over majority of the tags. However, the ensemble pro-
duces poor results over foreign words (FW), particles (RP) and
interjections (UH), where error bars reach 0% in some cases,
indicating that none of these tags were correctly assigned over
one of the corpora. Hence future processes of the Text-to-Scene
conversion system should not rely on the accurate identification
of these classes of words.
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This experiment demonstrates that error resulting from sin-
gle parts-of-speech taggers can be significantly reduced using
the correct ensemble of parts-of-speech taggers, and the cor-
rect choice of voting scheme. In particular, the srpt ensem-
ble is recommended for parts-of-speech tagging tasks, using the
Precision-Recall voting scheme defined by van Halteren et al.
[4].

5. Conclusion
It is concluded that parts-of-speech taggers perform well with-
out any further training beyond what is shipped with the soft-
ware. This section shows that, in particular, the SVM tagger
performs consistently well over different types and styles of
text. The result of this research is the choice of the srpt en-
semble of parts-of-speech taggers, consisting of the pre-trained
SVMTool, Brill Tagger, QTag, and Tree-Tagger software. In ad-
dition, the Precision-Recall voting scheme defined by van Hal-
teren et al. [4] is chosen as the scheme most likely to reduce
error encountered by individual taggers in the ensemble.

Contributions of this work include extension of the work of
van Halteren et al. [4] by testing ensembles of taggers over dif-
ferent corpora, without retraining, and confirms that ensembles
of “off-the-shelf” taggers are also capable of producing more
accurately tagged text. In addition, the work presented here ex-
tends the previous research presented by Glass and Bangay [6]
by evaluating novel set of taggers and ensembles over different
corpora, including the Wall Street Journal and Brown sections
of the Penn Treebank, as well as the Lancaster-Oslo/Bergen cor-
pus.
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